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* Illustrative Figure on Traditional Flow Generative Model

Preliminary: Flow Generative Models for Statistical Inferences

• Flow Model (ODE):

• Diffusion Model (SDE):

• Main Difference:

* Illustrative Figures comparing Diffusion v.s. Flow



Preliminary: Flow Matching for Generative Modeling (Lipman et al. (2023))

• Continuous Normalizing Flow:

Flow Matching:

Conditional Flow Matching:



Existing Research on Causal Time Series

• Treatment Effects on Time Series

     𝜏𝑡 = 𝐸 𝑌𝑡 𝐴𝑡−1 = 𝑗 − 𝐸 𝑌𝑡 𝐴𝑡−1 = 𝑘

      

       - Methods: conditional time-series forecasting (GPs, classical methods, transformer, etc.)

• Counterfactual Explainability

   - Such works focus on Interpretability

   e.g., “What adjustments to a patient’s breathing signal would lead the model to forecast deeper sleep stages?”

   

     - Methods: Optimization-based perturbation

• Causal Discovery
     - Inferring causal directed acyclic graph (DAG) from observed time series.

    

     - Methods: Optimization over linear model 



Complimentary to Above Works

• Interventional and Counterfactual Forecasting
➢ Assuming a known causal DAG

➢ Enabling interventions on individual nodes at arbitrary times, and yielding coherent interventional and 
counterfactual forecasts of system-wide trajectories

➢ Intervention:

o How an adjustment of turbine flow over a given time interval will influence the downstream time 
series signals over the causal DAG?

➢ Counterfactual:

o What would the future have looked like if we had set variable(s) 𝑋𝐼 to other values during the 
forecasting window?



Complimentary to Above Works

• Interventional and Counterfactual Prediction

Intervention: 

Conditional generation over causal DAG, 

e.g., 𝒑 𝑿𝟖 𝑿𝟏 = 𝝉

Counterfactual: 

Conditioned on the observed factual outcome, what would have occurred had we 

set the parent variables to different values?

e.g., 𝒑 𝑿𝟖
𝑪𝑭 𝑿𝟖

𝑭, 𝑿𝟏 = 𝝉

Most Common Counterfactual Inference (Static Data): 

Assume a structural causal model (SCM): 𝑋 = 𝑓 𝑋𝑝𝑎 , 𝑈

1. Abduction: Infer noise 𝑈 given factual data 𝑋, 𝑋𝑝𝑎 and learned SCM 𝑓∗

2. Action: Set the intervened nodes to desired actions, i.e., 𝑑𝑜 𝑋pa(𝑖) = 𝛾

3. Prediction: Predict 𝑋𝐶𝐹 = 𝑓∗ 𝛾, 𝑈

Int.

CF.



Settings and Goals

• A multivariate time series evolving over a causal DAG

• Nodes {1,…,K} in topologically sorted order

• 𝐗𝐭 = {𝑋1,𝑡 , … , 𝑋𝐾,𝑡}       𝑋𝑝𝑎 𝑖 ,𝑡 = {𝑋𝑗,𝑡: 𝑗 ∈ 𝑝𝑎 𝑖 }

• Context window: {𝐗𝟏, … , 𝐗𝜏};

• Forecasting window: {𝐗τ+1, … , 𝐗T}

• Observational forecasting:

• Intervention Schedule: I ⊆ 𝐾 × {𝜏 + 1,… , 𝑇}

• Interventional Forecasting:

• Counterfactual Forecasting:



• Hidden State Conditioning:

• Neural ODE of the Time-Conditioned CNF:

• Training Loss (Flow Matching):

Time-Conditioned Continuous Normalizing Flow



Time-Conditioned Continuous Normalizing Flow



Observational/Interventional Forecasting



Counterfactual Forecasting



Interventional & Counterfactual Illustrations 



Counterfactual Recovery Properties

We assume that the structural causal models (SCM) is given by:

𝑋𝑡 ≔ 𝑓 𝑋<𝑡 , 𝑋𝑝𝑎,<𝑡 , 𝑈𝑡



Argonne Hydropower System



Hydropower – Interventional Forecasting



Hydropower – Anomaly Detection



Thank you!
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